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ABSTRACT

While the design of Voice User Interfaces (VUIs) has mostly
focused on applications for adults, VUIs also provide potential
advantages for young children in enabling concurrent
interactions with the physical and social world. Current
applications for young children focus mostly on media playing,
answering questions, and highly-structured activities. There is
an opportunity to go beyond these applications by using VUIs to
support less structured, developmentally appropriate activities.
In this paper, we describe our first step in pursuing this
opportunity through an exploration of voice agents to facilitate
high-quality social play guided by a partnership with eight 3-4
year old children. During 24 design sessions, we explored
making voice agents tangible and enabling children to control
what voice agents say. After analyzing the sessions, we learned
voice agents could help keep children socially engaged in play
and children liked incorporating the agents with the physical
aspects of their play. On the other hand, enabling children to
control the voice agents caused distractions from play.
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1 INTRODUCTION

Voice user interfaces (VUIs) have been increasing their
prominence in the past few years. Alexa [70], Siri [71], Cortana
[72], and Google Assistant [73] are prominent in advertising and
appear critical to all major software companies’ strategies for
engaging with users. Television and online commercials show
these systems enabling users to interact with computers in
situations where it would be inconvenient or difficult to do so
using a mobile device or traditional computer [1]. Cooking,
exercising, or taking a bath are no longer a barrier to getting a
recipe, making music selections, or getting a weather forecast.

VUIs also offer something new to children under the age of
five: a way to interact with computers that may be compatible
with developmentally beneficial engagement with the social and
physical world [8,14,56,66]. This is a significant departure from
interaction with mobile devices, which typically require full
visual and manual engagement. VUIs could therefore alleviate
some of the concerns about interactive devices socially isolating
children [65] and keeping them from interacting with the
physical world around them. In addition, since VUIs are ideal for
avoiding typing and reading, they can provide advantages to
children who cannot yet read or write. Amazon, for example,
already offers the Echo Dot with Alexa for kids, which promises
to let children play media (e.g., music, stories) and ask factual
questions [49,74].

Researchers have mostly studied VUIs with children under
the age of five in the context of understanding communication
breakdowns, controlling media, asking factual questions,
pursuing highly-structured activities, or understanding the
perception of VUIs’ personal qualities, such as intelligence.
There is an opportunity to begin exploring less structured
contexts, such as supporting high-quality social play, which has
been associated with multiple positive outcomes [8,10,53].

To begin filling this gap, we conducted 24 sessions with
eight children to explore the wider opportunities of VUIs for 3-4
year old children focusing on facilitating high-quality social play
activities. Our partnership with children guided the exploration
and led us to investigate making voice agents tangible and
enabling children to control what voice agents say. In this paper,
we contribute a qualitative description of our explorations,
which provides findings related to voice agents supporting social
play and design recommendations for future VUI applications for
this age group. Our analysis suggests that context-aware,
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tangible, portable voice agents may help keep children socially
engaged in play and that children like to integrate voice agents
in the physical aspects of their play. We also identify challenges
associated with children’s interest in controlling voice agents
and provide other useful findings (e.g., need to slow down
speech synthesis) for future VUI design for young children.

2 RELATED WORK

Below, we first discuss the characteristics of high-quality
social play for children under the age of five. We end this section
with a discussion of research on VUIs for children and other
related technologies such as interactive dolls and robots.

2.1 High-Quality Social Play

Ages 3 and 4 are a crucial time for development, in
particular for building the foundations of executive function
skills (e.g., selective attention, planning, cognitive flexibility)
through self-regulation [43]. They are also a time for the
development of curiosity, creativity, imagination, social play,
cooperation, language and communication, and storytelling [23].
An important type of activity for this age group that, to our
knowledge, VUIs do not yet support, is high-quality social play.
High-quality social play typically involves groups of children
engaged in pretend play that includes common goals, planning,
role-play, dialogue
improvisation, and the use of generic physical props as opposed
to realistic toys [14,60,64,66]. Several studies have identified the
positive short and long-term impact of this type of play,

interactive  social and negotiation,

including enhanced self-regulation and executive functions
[10,11,27,28,52], which in turn lead to improvements in
mathematical ability [13,18,26,51], reading, emergent literacy
and vocabulary [13,51], theory of mind [21], and creativity
[8,53].

A well-defined approach to high-quality social play, which
we use in the research described in this paper comes from the
Tools of the Mind (ToM) curriculum [14]. Multiple large studies
provide evidence of this approach’s positive impact on children’s
executive function skills and academic achievement [5,10,27].
ToM draws its inspiration from Vygotsky's ideas, as well as those
of his students, Elkonin and Leont'ev, on the role of social
interaction, including social play, and external tools in child
development [14]. More specifically, Vygotsky's views on
development emphasize that children's development of skills and
concepts occurs first socially (with help from others) and then
individually [66]. In line with Vygotsky’s views, ToM makes a
strong emphasis on teachers scaffolding play activities and
children purposefully collaborating with peers (e.g., planning
play activities) [14].

With respect to make-believe play, Vygotsky's observation
was that it leads to children regulating their behavior, in
particular inhibiting behavior that does not fit the make-believe
[14,66]. This self-regulation starts with physical
behaviors, is followed by social behaviors, and then by cognitive
processes such as attention [14]. Vygotsky also inspired another
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aspect of ToM play, which is the use of generic props [14]. The
use of generic props such as basic shapes made of soft materials,
enables children to use and reuse the props to represent different
objects based on the necessities of play [14]. Vygotsky
hypothesized that playing in this manner can help children
develop abstract thought [66]. The main challenge with adopting
the ToM approach is that it requires a significant amount of
teacher training, with a recent study including five days of
instruction in addition to in-class coaching sessions every other
week [10].

There are opportunities for interactive technologies to
lower barriers to young children’s high-quality social play by
scaffolding such activities. VUIs could play a role by integrating
with physical, social play, without requiring the visual and
motor engagement necessary to use screen-based apps. In this
paper, we begin to address this gap with an exploration of VUIs
to facilitate high-quality social play in the style of ToM through
an extensive partnership with 3 to 4 year old children.

2.2 VUIs for Children

Wide use of VUIs as personal assistants has only become a
reality in the 2010s [7,16], with research on VUIs for young
children also concentrated in this decade with a significant
increase in publications since 2017. Recurring research topics
include the use of commercial systems [48,59], communication
challenges [24,69], as well as systems specifically designed for
children [2,42,44,46]. The findings suggest that children typically
commercial systems to explore interactions, seek
information, or make requests (e.g., for media to be played)
[29,48]. However, these interactions were usually marred by
poor [29,48,59]. Children’s difficulty
communicating with VUIs was the topic of recent investigations
with 3-5 year old children [24], and 5-12 year old children [69].

Findings in prior research relevant to our work include: 1)

use
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the use of fantasy, curiosity, and self-disclosure by voice agents
to keep children engaged [19,30,42], 2) the advantages of
physical representations of agents in order to evoke basic social
expectations [22,31,61], 3) using a combination of concrete
directives intermingled with compliments to manage activities
[61], 4) avoiding the use of unexpected knowledge [45], 5)
remembering prior interactions [46], and 6) agents being aware
of context and able to converse [68]. Researchers have also
raised concerns about voice agent technology both in terms of
privacy [37,39,40] and the possibility of these technologies
negatively influencing children’s behavior and values [67].

In our investigation, we contribute an exploration of voice
agents to support a lightly-structured activity incorporating the
use of fantasy, while exploring a variety of design choices and
configurations (e.g., tangible, screen-based, various levels of
contextual awareness) for voice agents to support ToM style

play.
3 RESEARCH GOALS

Our research goal was to explore the design of voice agents
to support high-quality social play in the style of ToM [10,14]. In



our previous experience facilitating ToM play, we identified a
challenge in keeping children socially engaged in play.
Therefore, we wanted to explore using voice agents to augment
what adult facilitators can do to scaffold ToM play activities,
learn about each design’s impact on key ToM play components
that arise from Vygotsky’s theories, such as social engagement
in role-play and the use of physical props, and understand the
characteristics of children’s interactions with the agents.

4 METHOD

4.1 Participants

We recruited eight children (4M, 4F) from a preschool
located in a city with a population of about 100,000 people in the
United States. All the participants used a mobile device at home
and their favorite apps reported by parents were: Osmo, PBS
Kids, Amazon prime, Netflix, YouTube Kids, and varied games.
The average number of children in their households was 1.77.
We obtained permission to conduct research from our
institution’s Human Subjects Office and obtained consents from
all parents. Children only participated in a given session if they
wanted to.

4.2 Research Activities

Our research activities adapted participatory design
methods developed with elementary school children [34] to
work with children under the age of five by enabling them to
contribute ideas both verbally and by acting out their
experiences. We conducted 24 design sessions at the children’s
small preschool (one classroom per age level), as described in
Table 1, video recording every session. All research team
members had prior experience facilitating 11 sessions of play in
the style of ToM with another group of 3-4 year old children. In
addition to the children, two to four research team members and
one teacher were always present in the room where we
conducted the sessions.

After making use of the app to set up play, which took 2 to
5 minutes, the children proceeded to engage in play using
generic physical props, as recommended by the ToM curriculum
[14]. This portion of the design sessions typically took about 15
minutes. Our exploration of voice agents occurred in this portion
of the activities, as well as all the observations we discuss in this
paper. As described in Table 1, we explored a variety of
configurations for voice agents, led by children’s suggestions,
including researcher-controlled-speech agents where researchers
typed text to control what voice agents said (a static and a
portable version, see Figure 2), portable and screen-based agents
with speech controlled through an app (see Figure 3) that could
be used by children or researchers, and using a “turned-off”
portable, tangible agent with no speech. Only one voice agent
was active in any given design session.

In the first three sessions, we worked with all the children
together. In the remaining sessions, we worked with no more
than four children at a time. After completing a session, the adult
members of the design team met to debrief, to note any lessons
learned, and to decide on the next directions for the research
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activities. We leveraged an existing app designed to support ToM
style play [38] that introduces children to stories and characters
to provide a common context for play (see Figure 1). The same
app included a play planner that enabled children to plan play by
selecting the character they wanted to role-play [38], an activity
encouraged by the ToM curriculum [14]. We always presented
the app on a tablet. Below we provide a detailed description of
each configuration:

Table 1. Outline of Design Sessions.

Session L
Number Activities
Warm-up sessions intended for children to get
1-3. 6 used to ToM style play and working with our
team of researchers (no voice agents).
Researcher controlled static voice agent (see
4,5,7,8  Figure 2).
Researcher controlled portable, tangible voice
9-14 agent (see Figure 3).
Tablet app for child/researcher to control
15-17, . . -
19 - 22 portable, tangible voice agent (see Figure 2).
18 “Turned-off” portable, tangible agent.
93. 24 Tablet app for child/researcher to control screen-

based, animated agent (see Figure 3).

Figure 1: Screen capture from Space Explorers story.

4.2.1 Researcher controlled static, voice agent. Our initial
exploration of voice agents involved a setup where researchers
typed text to control what a voice agent said with the purpose of
encouraging children to stay engaged in ToM style play. Our first
static iteration consisted of a small Bluetooth speaker inside a
paper box that looked like a character (the voice agent characters
looked like small versions of the characters in the stories, see
Figure 2). Because the paper box representing the voice agent
was too delicate to pick up, we told children they could talk to it
and touch it, but not move it, similar to the way they would
interact with a device like the Amazon Echo Dot.



Figure 2: On the left, static versions of voice agents we
called miniBear, miniCat and miniBot. On the right, the
portable tangible voice agent with closed top and
Bluetooth speaker on the front.

4.2.2 Researcher controlled portable, tangible voice agent.
During the use of the static version of the voice agent, it became
clear through children’s actions and requests that they wanted
an agent they could pick up. Hence, we replaced the paper boxes
with foam blocks. We printed the face and top of the character
on thick paper (see Figure 2) and attached it to the foam block
with Velcro. The top portion secured the Bluetooth speaker,
which fit inside a carved space in the foam block. We continued
using the same physical setup for the voice agents in our
remaining sessions, except for the last two where we explored a
screen-based representation.

4.2.3 Tablet app for child and researcher to control portable,
tangible voice agent. When children realized that we were
controlling the voice agents, some insisted on wanting to control
the agents’ speech. We then iteratively developed a tablet-based
speech-control app. The initial app prototype allowed
participants to select random comments from a set of four
categories: 1) new events to expand play, 2) feelings about the
play environment, 3) facts about the play environment, 4)
reactions to play. The final version of the app generated speech
based on three sets of choices: to whom the speech was directed
(from the set of characters being played by children), a subject
related to the story on which the play was based (e.g., food,
drink, nature), and a theme (e.g. events, facts, feelings) (see
Figure 3). It was set up with the goal of having the voice agent
say something relevant to the play activity that could encourage
continued engagement. Making the same selections multiple
times yielded different speech, as the voice agent would, for
example, speak about a different type of food and express a
different feeling about it. Both children (after brief instruction
and demonstration from researchers) and researchers used the
app to control the voice agents.
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Figure 3: Tablet app to control voice agent enabling
selection of to whom the speech is directed, the topic, and
feeling, fact, or event. The last screen shows the image of
the animated agent used in the 4.2.5 setup.

4.2.4 “Turned-off” portable, tangible agent. Given the
limitations of a tablet app to control speech through a small set
of options, we decided to explore “turning off” the voice agent
and encouraging children to use their own voices instead to
make the voice agents speak.

4.2.5 Tablet app for child/researcher to control screen-based,
animated agent. To understand the impact of the tangible aspects
of voice agents, we also decided to conduct sessions where the
representation of the agent was on the screen. We used sprite
animations for the screen-based agent and incorporated them
into the existing tablet app to control agent speech described in
section 4.2.3. The animated agent appeared on the screen
speaking after children made speech choices. In both sessions,
the facilitator held the device for children and supported
children taking turns making the agent speak.

4.3 Technical Setup

The technical components to our system included: 1) an
Ancord Micro Bluetooth speaker (shown in Figure 2), 2) two
laptop computers (to run the researcher-controlled system), 3)
two tablets to run the apps (Microsoft Surface Pro 4, or an iPad 4
generation). We used the Amazon Polly Text-to-Speech service to
generate all voice agent/character speech [75], which allowed us
to create different voices and personalities for all characters.
Additionally, Amazon Polly supports Speech Synthesis Markup
Language (SSML) [76] so we could fine-tune the generated
speech using breaks, emphasis, prosody, and so forth.

4.4 Analysis

We conducted a qualitative analysis of our design sessions
by coding 430 minutes of video data using BORIS [33]. Two
researchers coded the videos identifying children’s interactions
with the voice agents and the periods of time when individual
children were not engaged in play. Interactions with voice
agents included children conversing, reacting to, or physically
manipulating the voice agents. Non-engagement in play included
children interacting with mobile devices instead of playing with
their peers or with the physical props or getting distracted from



the play activity (e.g. using props out of the play context). The
Cohen’s Kappa value of agreement for a randomly selected
session was .849 (for 131 codes for different events). Four
researchers transcribed all portions of the videos that the coding
identified as including children’s interactions with voice agents.
Three researchers grouped the resulting 127 excerpts into
themes using affinity diagramming and group discussions,
focusing on children’s social engagement in play and the use of
physical props, both key aspects of ToM play [14], as well as
characterizing children’s interactions with the agents in an
activity that is less structured than those studied in the past.

5 FINDINGS

Below, we present the themes identified through our analysis
organized in three areas: social engagement in play, use of
physical props, and interactions with agents. We present each
theme with respective subthemes illustrated through
corresponding excerpts (all names in each excerpt are
pseudonyms), followed by related design recommendations
including discussions of links to prior research.

5.1 Social Engagement in ToM Style Play

The introduction of voice agents in the social play
environment impacted social interaction dynamics, with varying
outcomes depending on how we structured activities.

5.1.1 Voice agents promoted peer interactions. We observed
situations where the voice agents stimulated children to
communicate and engage in social activities with their peers.
Simple compliments or suggestions involving something a child
was making were usually good avenues for promoting peer
interactions, such as the one portrayed below from session 6:

Agent miniCat: Cat, can you give a piece of cake to
Horse and Monkey?

Dora gives a prop to Eduardo, who is playing Monkey.
Eduardo pretends to eat the prop and then puts it
aside.

Dora holds a prop.

Dora: Here is my slice.

Agent miniCat: Monkey, did you like the cake?

Dora goes toward Eduardo.

Dora: Did you like the cake, Monkey?

Eduardo: Yes.

Then, Dora turns back to agent miniCat.

Dora: He said yes.

5.1.2 Voice agents could redirect behavior to keep children
socially engaged in ToM style play. When children listened to a
voice agent, they tended to reply to prompts by either
conversing with the agent or acting on its suggestions. Voice
agents were thus a good avenue to redirect children’s focus to
participate in story-oriented play activities. In the following
example from session 7, agent miniCat redirected children to re-
engage with a shelter that was part of the play storyline:

Ahmed places a prop on agent miniCat’s head.
Ahmed: Do you like your hat?

Agent miniCat: That’s too big.

Jessica: That’s too big. He doesn’t like it.

Agent miniCat: What about the shelter?

Eduardo goes to the floor, arranges some props, and
sits down.

Eduardo: I am in the shelter!

Ahmed looks at his peer and follows him by sitting
down too.

5.1.3 Children reacted best to a combination of task-oriented
suggestions and positive reinforcements. We observed that when
voice agents made suggestions or expressed compliments for
behaviors that fit ToM style play, these tended to promote
positive interactions with the voice agent as well as positive play
outcomes. On the other hand, authoritarian comments (e.g., “I
want food now”) caused surprise in children and made them
complain to the researchers about the agent (e.g., “He is not
being nice”). Here is a positive example that happened on session
10:

Agent miniBot: Bear, could you get me a drink?
Michael: He said Bear give me a drink.

Michael gets a prop.

Michael: Here is your apple juice.

Agent miniBot: Yummy.

Michael approaches agent miniBot.

Michael: What did you say?

Alice: I think he said yummy.

Agent miniBot: Yummy.

Michael pretends to give juice to agent miniBot.
Agent miniBot: Yummy. Yummy. Yummy.
Michael: Here is some milk!

Agent miniBot: Sorry, I broke!

Agent miniBot: Help me monkey!

Michael: He said, ‘Help me Monkey.” Who is the
monkey?

Alice: Okay!

5.1.4 Children as mediators of voice agents. We observed
children acting as mediators of voice agents, by repeating what
agents said to their peers. It is another way in which the voice
agents promoted social interactions. Potential reasons for this
behavior include their peers not listening to or understanding
the agent’s comments, or that they wanted peers to collaborate
or take some action regarding what the agent said. Here are
excerpts from sessions 6 and 9 illustrating this behavior:

Agent miniCat: You broke the shelter.
Maggie approaches agent miniCat.
Maggie: What?

Agent miniCat: You broke the shelter.
Maggie goes toward the boys.

Maggie: She says that you broke the shelter.

Agent miniCat: Looks great! Good job, Horse.

Michael ignores agent miniCat.

Dora: He said, good job Horse.

Michael smiles and brings a prop to put on agent
miniCat’s head. The kids then place hats on agent
miniCat’s head.

Michael: Do you like your new hat?



5.1.5 The tablet app to control speech could distract children
from ToM style play activities. While children took ownership
over their control of the speech-control tablet app, the mobile
device competed for children’s attention and distracted them
from playing with their peers. Children issued speech control
commands through the tablet app an average of 1.96 times per
minute during sessions 15-17 and 19-24, and our coding confirms
that they typically spent more time off task in the sessions
where they had access to the app to control speech, than in the
ones they did not (see Figure 4). There was also more variability
in time off task for sessions where children had access to the app
to control speech.

Time Off Task per Child

- »

Tablet App by Child or
Researcher
Type of Voice Agent Control

0.35

0.30

0.25

0.20

0.15

0.10

Percent of Session

0.05

0.00
Text-based by Researcher

Time Off Task for at Least One Child

_

Tablet App by Child or
Researcher

0.90
0.80
0.70
0.60
0.50
0.40
0.30

Percent of Session

0.20

0.10
Text-based by Researcher

Type of Voice Agent Control

Figure 4: Box plots of children’s time spent off task. Text-
based voice agent control by researcher includes sessions
4-5 and 7-14, while tablet app by child or researcher
includes sessions 15-17 and 19-22. Time off task for at
least one child shows the percent of a session in which at
least one child was off task. Time off task per child divides
the sum of time off task for every child in a session over
the number of children in a session (divided by session
length to get percent of session).
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Among the reasons we observed for time off task was
children’s strong interest in using the app to control voice agents
and the resulting inability of researchers to use voice agents to
reach out to children who were off task. Below is an example
from session 24, where one child was only interested in
interacting with the tablet app. That behavior influenced the
quality of play:

The researcher holds the device and Michael keeps
making agent miniCat speak.

Agent miniCat: I heard a baby animal crying.
Researcher: Did you guys hear that too?

Maggie: Where is the baby animal?

Researcher: Are you going to find the baby animal?
Maggie: Jessica, do you want to go into the jungle and
find the baby animal crying?

Jessica: No. I will stay here and make a house for
miniCat.

Maggie: Michael, do you want to go into the jungle and
find the baby animal?

Michael ignores Maggie and keeps interacting with the
tablet app.

Jessica keeps building with the physical props and
Maggie joins her.

On the positive side, the excerpt below from session 21
shows a child taking ownership of his control of the voice agent
while exploring the speech options of the interface:

Michael interacts with the tablet.

Agent miniCat: Listen cat, let’s build a boat using the
trees.

Michael: Dora, that’s you, he just talked to you, because I
made him to.

5.1.6 Design recommendations. Designers can use voice
agents to enhance young children’s high-quality social play by
promoting social interactions and redirecting activities toward
social role-play. Voice agent interventions are likely to work best
by making suggestions and providing positive reinforcement for
behavior that fits high-quality social play, such as collaborating
with a peer or re-engaging with a storyline. Previous research
found that it was important to offer children a good mix between
task-oriented speech and positive reinforcements [61], and this
lesson still applied to the young children who participated in our
research activities. In addition, considering children are more
likely to use polite social exchanges with speech systems [16]
voice agents should attempt to be polite in their interactions
with young children (e.g., saying “please” and “thank you”) and
avoid authoritative comments. The children who participated in
our explorations tended to respond well to compliments, task-
oriented suggestions, and humor.

Likewise, designers should carefully the
appropriateness of the use of tablet apps during high-quality
social play. Previous research suggests that visual design, sound
effects, and even the touchscreen interface can either engage or
distract young children [57]. During our design sessions
touchscreen interfaces distracted some children from interacting
with their peers even when an adult was facilitating their
interactions by using prompts and holding the device. However,

consider



it is important to note that in other contexts, such as healthcare,
distractions may be welcome [15].

5.2 Use of Physical Props

When we introduced voice agents to children, they were
interested in physically interacting with them right away, which
included the use of physical props. With the static version of the
voice agents, children could physically bring props to them, but
they could not move the agents. Once we made the voice agents
portable and tangible, the type of interactions with physical
props changed. Below, we outline some of the ways in which
children interacted with the voice agents through physical props.

5.2.1 Children augmented interactions with the voice agents
by using physical props. One of the characteristics of our design
sessions was the physical props that children used to represent a
wide variety of objects (e.g., fish, cake, a glass of water) and
build whatever they could imagine (e.g., houses, caves, trees,
spaceships). Throughout both the static and portable, tangible
voice agent design sessions, we observed many instances when
children incorporated physical props with the voice agents. For
example, they used hats to cover them; or they used blocks as
hats, as food, or as beverages, to pretend they were feeding the
voice agents, as these excerpts from sessions 5 and 9 show:

Agent miniCat: I like that blue hat on you.

Dora: Thank you.

Dora: That’s funny.

Eduardo covers agent miniCat with a black hat.

Dora smiles.

Dora: Let’s cover him up!

Agent miniCat: It’s dark in here.

The kids keep putting one hat on top of the other, and
Eduardo approaches agent miniCat to check if he can
still hear it.

Maggie approaches agent miniCat.

Maggie: Hey, let’s see if this hat fits you!

Maggie puts the hat on top of agent miniCat.

Maggie: Oh, it fits you!

Ahmed and Michael approach agent miniCat and both
pick up props and pretend to feed agent miniCat.

Once we made the voice agents portable and tangible, the
children started to place them inside of their constructions, or
built shelters and cities around them as shown in the excerpt
below extracted from session 20:

Agent miniBear: Horse, will you make something new
for me?

Richard: Something light for me?

Researcher: Something new!

Richard: Okay, miniBear, making something new. Are
you sure miniBear?

Richard: Okay you go right there...

Richard places agent miniBear down.

Richard: ...and I'll build all around you.

5.2.2 Comparison with screen-based animated agent. In the
last two design sessions, we introduced children to the screen-
based, animated version of our voice agent miniCat (see Figure

3). They responded with a mixture of surprise and
disappointment for not having the tangible agent. Here is a
sample reaction from session 23:

Researcher: You said you wanted to make miniCat say
something. What do you want to make miniCat say?
Eduardo: Where is miniCat?

Researcher: miniCat is right here.

Researcher points at the tablet.

Eduardo selects speech options on the tablet and the
animated version of agent miniCat appears and speaks.
Eduardo and Ahmed: Whaaaaat?!

5.2.3 Design recommendations. Young children clearly
favored interacting with a portable, tangible voice agent, over a
screen-based one, or a physical representation they could not
pick up and incorporate in their play. Therefore, it is important
to consider the tangible affordances of a physical representation
of a voice agent for young children such that it can be part of
physical play, including the use of physical props. This
recommendation resonates with previous research findings
suggesting that tangible interfaces were better at supporting
children’s active collaboration and more appropriate for younger
children to refine their fine motor skills [3,6,36,62,63].

We also discovered that a minimal physical representation
of a character was good enough for young children to have an
interest in engaging with it. This outcome is similar to a
previous study that examined 4-10 year-old children’s
interactions with conversational characters [41], finding there
was no need for perfectly realistic-looking human characters to
elicit natural behaviors from children. Another advantage of
physical representations of agents is to evoke basic social
expectations of face-to-face communication [22]. In our
experience, even though our voice agents only had a static facial
expression, young children were able to relate to them
affectionately.

5.3 Interactions with Voice Agents

During our extensive explorations, there were other
relevant aspects that arose from children’s interactions with
voice agents that may inform future design of voice agents for
this age group beyond applications to high-quality social play.
Below we outline the general findings related to young
children’s interactions with the voice agents.

5.3.1 Children’s stereotypes affected their interactions with
the characters depicted by the voice agents. The characters in the
stories children experienced depicted gender-neutral animals or
robots (see Figure 1). All had similar levels of importance and
differed only in their unique ability. The voice agent physical
representations looked like mini versions of these characters (see
Figure 2). Despite the similarities in the way in which we
introduced children to story characters and voice agents,
children treated voice agents differently depending on the
character they were depicting. For example, we observed great
affection from both girls and boys toward miniCat, with
behaviors such as petting the tangible agent, verbally expressing
their love (e.g., “I love you, miniCat”), and holding it carefully.



Here are two examples of physical and verbal exchanges
between miniCat, a girl, and a boy, from session 7:

Maggie picks up a prop and places it on agent
miniCat’s head.

Maggie: Here’s your hat.

Agent miniCat: Nice hat!

Maggie pets agent miniCat once more and then
removes the hat.

Eduardo (who is playing the horse character)
approaches agent miniCat.

Agent miniCat: Horse, you are so skilled.

Eduardo pets agent miniCat while smiling. Then, he
gives a prop to agent miniCat.

Eduardo: There you go little guy! Here is a nice cake.

Children were just as likely to interact physically with
miniCat (mean=35% of the time over all sessions) and miniBot
(mean=31% of the time over all sessions). They were also just as
likely to interact verbally with the two voice agents (miniCat
mean=9.1% of the time over all sessions; miniBot mean=10.0% of
the time over all sessions). However, the quality of the
interactions was different. Children demonstrated less warmth in
their interactions with miniBot, which translated into a tendency
to be rougher on the physical handling of the voice agent. Here
is one example of physical and verbal interactions that happened
between children and miniBot during session 8:

Agent miniBot: Hello friends, miniBot here to say hi.
All the kids turn to miniBot and approach it.

Dora and Jessica: Hi!

Ahmed waves at agent miniBot and Richard smacks
agent miniBot with a prop.

Dora places a prop on top of miniBot.

miniBot: Nice to meet you!

Dora: Nice to meet you too.

Richard places a hat on top of agent miniBot and agent
miniBot falls off the table.

Researcher picks agent miniBot up.

Researcher: Be careful with miniBot.

Ahmed: Richard, you are being really mean.

5.3.2 The voice agents’ lack of context frustrated children
when using the tablet app to control speech. When we switched
the control of the voice agents from researchers to the first
version of the tablet app, which generated random speech
related to a story, children noticed the difference calling the
voice agents “weird”, getting frustrated, and even shouting at the
voice agents. The challenges had to do mainly with the tablet
app lacking the contextual information that researchers had in
the previous sessions. These challenges led us to provide more
control in the tablet app (see Figure 3) over what the voice
agents would say, solving some, but not all problems. Below are
two examples of interactions lacking context from sessions 15
and 21, respectively:

Alice puts a hat on agent miniCat.

Alice interacts with the tablet app to control speech.
Agent miniCat: Hi, I am miniCat.

Alice lifts the hat to shout at agent miniCat.

Alice: I already know you are miniCat!

Maggie: Wait, wait, wait.

Alice: Let’s cover him all up.

Dora interacts with the tablet app to control speech.
Agent miniCat: Did we get enough trees for building?
Dora: Noooo! [Exasperated]

Agent miniCat: Guess what bear, I'd like to eat some
fresh fish.

Michael: Okay...you already ate a fish!

Researcher: Apparently, you’ve got to get more.

Michael: Ugggh

5.3.3 Children were curious about how the voice agents
worked and who controlled them. During sessions with
researcher-controlled-speech ~ agents,  children expressed
curiosity about how the voice agents were speaking. Once they
discovered that researchers were controlling the voice agents,
they continued interacting with the voice agents with the same
level of interest and engagement, with the only added difference
being occasional requests for the agent to say something. As we
moved forward with our sessions, children’s desire to control the
voice agent evolved into requests of specific phrases they
wanted the voice agents to say. Here are excerpts from sessions
6 and 24 illustrating the kinds of speech that interested children:

Ahmed looks at the researcher.

Ahmed: Hey, make it say, ‘I like cake!”

Agent miniCat: I like cake.

Ahmed laughs aloud.

Ahmed: I love cake with a yolk.

All three children are close to agent miniCat smiling
and laughing.

Michael opens agent miniCat’s top lid and shows
Eduardo the speaker inside it. Then, he turns to
researcher.

Michael: Can you make him say, ‘I hate cake?”
Agent miniCat: [ hate cake.

The kids laugh.

Maggie: I wish you would say, ‘I have a big fear of
water.”

5.3.4 Children expected voice agents to say something at
specific times. Children’s initial requests mostly related to
making the voice agents say something in a particular moment
(e.g., when physically approaching the agent). On average,
children made 0.33 requests per minute to control the voice
agents’ speech during sessions when researchers were
controlling it. Here are two examples of children’s requests for
the voice agent to say something, extracted from session 4:

The kids start building with props, and Michael covers
agent miniCat with a hat.
Michael: Say something!

Maggie approaches agent miniCat, putting her ear
close to it.
Maggie: Say something, cat.



5.3.5 Children disliked playing with “turned-off” portable,
tangible voice agents. Since the tablet app gave children limited
control over voice agents’ speech, we explored telling children to
use their own voices instead, as if controlling a puppet. The
result was a hectic session with a lot of interventions from
researchers and the teacher who was present. Children did not
accept the idea very well, the boys in particular. While there
were many physical interactions with the agents (58.2% of
session time), their verbal interactions were very low (3.4% of
session time as compared to other similar sessions where
children verbally interacted with the agent for an average 12.31%
of session time). That said, toward the end of the session, two
girls played as we suggested, as demonstrated by the following
excerpt from session 18:

Jessica gets agent miniCat from the pair of boys.
Together with Maggie, they show off the house they
had been building for agent miniCat.

Maggie: [to agent miniCat] This is your house that we
built for you.

Maggie as miniCat: It’s wonderful.

Jessica as miniCat: This is amazing.

5.3.6 Difficulty understanding speech synthesis. In our initial
sessions, we used Amazon Polly’s default speech settings [75].
We noticed children sometimes had difficulty understanding
what the voice agents said. We later slowed the speed of the
voices by adjusting prosody settings, which solved the problem.
Below is an example of a misunderstanding extracted from
session 14:

Agent miniBear: You are making great use of
materials.

Michael (shouting): She wants some Cheerios!!!!

The whole room laughs.

5.3.7 Design recommendations. Children are likely to bring
with them stereotypes about voice agents based on their
perceived characteristics or personality. For instance, a recent
study found that 5-12 year-old children were more willing to ask
a variety of questions to personified interfaces [69]. Another
study with 5-8 year old children focusing on robot voices [58],
indicated that children could not reliably assign gender to a
robot based on its voice, but preferred robots that matched their
gender. In our experience, children’s stereotypes about the type
of being the character represented impacted their behavior
toward the voice agent, similar to what has been observed with
adults extending gender and ethnic stereotypes to computers
and reacting to personality traits [55]. Designers should carefully
select appearances and other outward characteristics that are
likely to elicit constructive behavior from children [4].

Additionally, voice agents that lack contextual information
can be counterproductive and may not be a good fit for
supporting lightly-structured activities. This finding indicates
that it is important to young children that agents be aware of
context and able to converse, which is consistent with previous
recommendations for embodied conversational agents [22] and
older children’s expectations of intelligent user interfaces
[30,68]. Systems with context awareness could take into account

prior events in their speech [47] and initiate speech at socially
appropriate times.

Children’s interest in controlling the speech of voice agents
could be leveraged for a variety of empowering activities (e.g.,
programming, learning about grammar), but our experiences
suggest such control may not be appropriate for social activities.
Regardless of the setting, designers should be aware that default
speech synthesizer settings for adults may not work well for
young children. These were likely tested with adults and
intended for tasks such as providing directions while driving,
which require quick speech. Designers should experiment with
the wide range of options available from modern speech
synthesizers [75,76] to find ideal settings for their target
audience.

6 DISCUSSION

In this section, we reflect on our findings beyond the
discussions included in the design recommendations and discuss
potential implications on future designs of VUIs for young
children.

6.1 Voice Agents to Facilitate High-Quality
Social Play

Our experiences over these 24 design sessions suggest that
voice agents can help facilitate high-quality social play,
primarily by keeping children socially engaged in play and
prompting novel uses of physical props during play. Out of the
setups we explored, the tangible, portable agents with speech
controlled by researchers worked best. Making the voice agents
tangible and portable enabled children to put the agents at the
center of their play, augment the agents with physical props,
embed the agents in their constructions, and stay fully engaged
with the physical and social space around them.
ensured contextual
awareness of the voice agents, which was not possible with the
voice control app. Contextual awareness was critical for making
the voice agents credible play partners in a fluid and lightly-
structured activity. Children were sensitive toward what the
voice agent said, sometimes finding the version of the voice
agent controlled through the app to be disappointing, which
impacted their engagement in play.

The addition of voice agents augmented adults’ abilities to
scaffold the play activities, redirect children’s attention, and
create opportunities for children to use their creativity in the
social play context. In that sense, the voice agent became a tool
that supported the target behaviors of ToM style play [14].

While the children were very interested in controlling the
speech of the voice agents, giving them the ability to do so had a
detrimental effect on children’s engagement in play. We do not
believe this is a dead end though. The strong interest by children
points at opportunities for incorporating speech control into

Researchers controlling speech

other applications.

6.2 Considerations for Voice Agents’ Interactions
with Young Children



An interesting finding from our explorations was that
young children continued to engage with voice agents as if they
were autonomous despite knowing adults were controlling what
the voice agents said. This highlights an opportunity for
exploration of VUIs as an alternative avenue for adults to
communicate with children. For instance, it could be a playful
way to redirect children’s attention toward their chores or
provide another way for caregivers to play with children by
controlling what the voice agent says. In our design sessions, the
children were also curious and interested in learning how things
work, so designers should consider disclosing how a voice agent
operates in terms that children can understand.

We believe that personification was critical to motivate
children to engage in play as shown in previous research where
about agents’
preferences [16,69]. In our explorations, we found that a simple

children asked questions experiences and
representation of a character (e.g., square shape featuring a
simple representation of an animal or robot face) sufficed for
young children to be interested in engaging with the voice agent.
We expect that some voice agents may represent characters
already known by children [61], in which case they will bring a
specific set of expectations. However, in other situations, there
may be an opportunity to develop new characters specifically for
a voice agent. Based on our experiences, it is important to design
the characters represented by voice agents such that children
interact with them in ways that will benefit the target activity.
Another aspect to consider when designing a voice agent
for children under the age of five is its tangible affordances.
Young children are still developing their senses and
communicating through touch with the world around them [35].
Based on our observations, combining tangible affordances with
voice agents can promote collaboration, social skills, and
integration with physical play. Such interactive characteristics
will likely be beneficial for other lightly-structured activities.

6.3 Ethical Concerns

There are many ethical regarding young
children’s interactions with technology [39] and each kind of
technology has its own peculiarities. VUIs, if they make use of
speech recognition, are usually connected to cloud-based
services, which poses privacy concerns. In other words,
children’s devices could be constantly sending speech heard
around them to a company’s online servers [40]. We avoided
making use of speech recognition in our research activities since
it was not necessary to fulfill our research goal, but also to avoid
privacy issues and sending human subjects data to third parties.

Besides privacy, another worrying aspect of voice
technologies is that they could influence children’s values. For
instance, a study of a commercial smart doll’s impact on 4-10
year old children’s judgments found the doll could influence
children’s moral transgressions (e.g., taking out a toy during

concerns

snack time, hitting another child), but was unsuccessful in
persuading children to disobey an instruction [67]. In our
research sessions, we observed children following suggestions or
performing tasks directed by the agent, which may raise
concerns about who controls the agent. Therefore, it is
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important to consider the risks of unsupervised young children
interacting with VUIs.

6.4 Limitations

We conducted our research in the context of supporting
high-quality social play in the style of the well-defined,
Vygotsky-inspired, Tools of the Mind (ToM) curriculum [14] at a
local preschool. Our findings may not apply to different settings
and other types of high-quality social play. In addition, only
eight children participated in our research, which biases our
findings toward their needs, abilities, and preferences. However,
we believe the small number of children was appropriate for an
exploratory research phase with many sessions reviewed in
depth.

Since our goal was to explore voice agent design to support
ToM style play, we did not compare ToM style play with and
without voice agent support. Such a comparison is a long-term
goal, and we conducted the research presented in this paper to
better understand the tradeoffs in the implementation of voice
agents to support ToM style play. Our findings may inform the
design of future controlled experiments. In addition, we did not
compare our voice agent sessions to sessions without a voice
agent because the warmup sessions without agents involved
time for children to get used to the researchers and three out of
four had all eight children together, while the remaining sessions
included at most four children. Because we did not conduct a
controlled experiment, we provide only descriptive statistics in
our findings, as we believe it is not appropriate to use inferential
statistics given our approach.

7 CONCLUSION

This paper described an exploration of the design of voice
agents in the context of high-quality social play with 3-4 year
old children. Our partnership with children guided the research
directions in our 24 design sessions. The exploration of a diverse
set of voice agent setups enabled us to learn about tradeoffs in
voice agent design. Our findings suggest that researcher-
controlled tangible, portable voice agents can effectively support
high-quality social play in the style of the ToM curriculum by
keeping children socially engaged in play and enabling the
integration of the voice agent with physical prop play. We also
learned that although children wanted to control the speech of
voice agents, giving them the ability to do so was detrimental to
high-quality social play. In addition, we discussed important
ethical considerations and opportunities for the design of future
VUIs.
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desired. If not, we gave them the option to observe. There was
always a teacher present in the room and we minimized privacy
issues by not using a cloud-based service for the VUL All
research data is stored in secure cloud-based storage approved
by our university’s IRB.
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